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Abstract

Statistical machine learning algorithms often involve learning a linear relationship
between dependent and independent variables. This relationship is modeled as a vector
of numerical values, commonly referred to as weights or predictors. These weights
allow us to make predictions, and the quality of these weights influence the accuracy of
our predictions. However, when the independent variable inherently possesses a more
complex, multidimensional structure, it becomes increasingly difficult to model the
relationship simply through a vector. In this paper, we address this issue by investigating
machine learning classification algorithms with multidimensional (tensor) structure. By
imposing tensor factorizations on the predictors, we can better model the relationship,
as the predictors would take the form of the data in question. We empirically show that
our approach works more efficiently than the traditional machine learning method when
the data possesses both an exact and an approximate tensor structure. Additionally,
we show that estimating predictors with these factorizations also allow us to solve for
fewer parameters, making computation more feasible for multidimensional data.

1 Introduction

Machine learning classification algorithms are widely used in many applications, examples
including fraud and spam detection. The objective of these algorithms is to model a linear
relationship between the independent (e.g. card transactions, amount spent) and dependent
(e.g. fraud or not fraud) variables. This relationship is generally modeled by finding a
hyperplane that best separates the two classes of data, as shown in Figure 1. The hyperplane
is constructed of weights and biases, which can simply be interpreted as the slope and
intercept, respectively. One can solve or estimate these values by finding the parameters
that most accurately describes the observed data points.
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Figure 1: Visualization of learning a line (or hyperplane in higher dimensional space) that
best separates two classes of data. Machine learning algorithms estimate these weights, W,
and bias, b, through empirical risk minimization.

In machine learning, we solve for these parameters (or predictors) through empirical risk
minimization (ERM). The ERM framework tries to estimate the parameters that minimizes
the “risk” or error of a loss function between the true and computed predictors given data. The
minimization of this loss function measures the “closeness” of the predictors, where a smaller
objective function value would account for a more accurate model. There are many different
machine learning classification algorithms, and each algorithm has a different loss function.
However, since these loss functions try to model a linear relationship, this implicitly requires
our data to be vectorized. If our data samples were to be multidimensional, vectorization
can make estimation of accurate predictors much more challenging. For example, consider
a different scenario in which one would like to make movie recommendations for a user
given the number of movies watched in a certain genre. This data can easily be stored in
the form of a matrix, where the rows represent each user and the columns represent the
movie genre. However, what happens when a user’s movie preferences change over time?
As shown in Figure 2, we can capture this third variable (and many others) by modelling
the observations in the form of a tensor, as it matches the structure of the data. Clearly,
the structure of this tensor is significant for accurate data analysis. If the orderings of the
movies watched were swapped for two given users, incorrect recommendations could be
made. Vectorizing this data does not account for these types of structures, making inference
much more challenging.

There are many modern applications that involve analyzing data with intrinsically many
more dimensions, including medical imaging [I}, 2], image processing [3, 4], and seismic data
analysis [5]. In most of these settings, the objective is similar to that of the traditional
machine learning goal: to formulate a problem of prediction to establish an association
between the tensor covariates (independent variable) and outcomes (dependent variable).
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Figure 2: Example of modeling observations: left — matrix, right — tensor

However, as previously mentioned, most machine learning frameworks are formulated for
vector spaces, making statistical inference challenging for tensor data. In addition, in
most of these domains, the tensor data also exhibits high dimensions. For example, in
medicine, tensor data samples may be of dimensions 128 x 128 x 128 or greater. Naively
turning this array into a vector for traditional machine learning would result in solving for
1283 = 2,097, 152 coefficients. In this scenario, vectorization not only destroys the structure
of the data, but also makes computation infeasible.

Related Works. Recently, work on tensor-based machine learning approaches uses tensor
factorizations to reduce the number of coefficients to be estimated [6, [7, §]. Specifically,
tensor decompositions are imposed on the coefficients as a scheme of feature selection or
dimensionality reduction. Integrating such decomposition structures solves for low rank
approximations of the true predictor, rather than the vector counterpart. Zhou et al. [§]
proposes a tensor regression model with additional independent variables for predicting
continuous values given fMRI data. For parameter estimation, they propose a maximum
likelihood (ML) approach using a block relaxation algorithm, which we adopt to formulate
tensor classification models. Tan et al. [7] proposes a logistic tensor regression model with a
£1 norm regularization to induce sparsity. We observe that this technique efficiently exploits
structure, which motivates us to generalize and formulate more classification problems with
different regularization (e.g. 2 norm), and on different datasets.

Our Contribution. In this paper, we investigate the performance of machine learning
classifiers with a CANDECOMP /PARAFAC (CP) decomposition structure on the coeffi-
cients/predictors. We have seen in previous literature that these methods work efficiently
for solving linear regression and logistic regression coefficients [7, [8]. We solve classification
problems, namely Support Vector Machines and Logistic Regression on both synthetic and
real data. The rest of this paper is organized as follows. We first discuss some tensor algebra
and notation that will be used throughout this paper. Then, we propose the objective



functions as well as a short analysis of the CP structured machine learning problems. We
motivate and show results of our approach by fixing and solving for the true predictor. We
compare the results from the tensor structured algorithm as opposed to the unstructured
vector algorithm. Our contributions can be summarized as follows:

e We perform experiments to show that our structured method works more efficiently
than the traditional method when the true predictor exhibits both an approximate
and exact low rank structure.

e We show that our structured approach solves for fewer coefficients more efficiently
than the traditional approach with a dimensionality reduction step (e.g. Principal
Component Analysis).

e We develop algorithms to solve machine learning problems with decomposition of
n-dimensional tensors with an alternating minimization scheme.

2 Preliminaries

We dedicate this section to discuss some of the concepts used throughout this paper. Due to
the theoretical nature of this work, the technical description may require some mathematical
maturity. The reader interested in the empirical findings can skip to Section 4.

For a complete introduction to tensors, see the comprehensive survey of Kolda and Bader
[9] and Rabanser et al. [I0]. Tensors are simply defined as multidimensional arrays, and
these two terms will be used interchangeably. We will denote vectors with lower case letters
(x), matrices with capital letters (X), and tensors as bold capital letters (X).

2.1 Tensor Reorderings

Let X be a third-order tensor of dimensions X € R3*3%2 with the two frontal slices defined
by X1, Xy € R3%3:

2 8 14 1 7 13
X1=14 10 16|, Xo= {3 9 15
6 12 18 5 11 17

Vectorization. We can create a vector from any matrix or tensor by stacking the row or
column elements into a row or column vector, respectively. For example, vectorizing the
tensor X by its columns would yield the following column vector:
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where we stack the columns from the first frontal slice, X; and the second frontal slice, X5.
The dimensions of the resulting vector would be = € R!8.

Matricization. The n-mode matricization (or unfolding) of a tensor Y € R®1*@2 XN jg
denoted as Y(,), where Y,y has the columns of the n-mode fibers. Consider the same tensor
X from the previous example. Then the three n-mode matricizations are the following:

2 8 14 1 7 13
10 16 3 9 15,
12 18 5 11 17

N

Xay =

(=}

2 4 6 1 3 5
Xpy=[8 10 12 7 9 11,
14 16 18 13 15 17

12 4 6 8 10 12 14 16 18

X9=11 35 7 9 11 13 15 17|

One can think of matricization as a generalization of vectorization but to matrices. Since
our example X is a third-order tensor, we have three matrices from matricization, one for
each mode.

2.2 Vector & Matrix Products
Outer Product. Let a and b be two vectors of dimensions a € R™ and b € R",
a= [a1 as ... an], b= [bl by ... bn}.
The outer product of a and b, denoted as a o b, is a matrix of dimensions (a o b) € R™*™

a161 e albn
aob=ab' = :
apbt ... apby

Note that this outer product is not only limited to vectors, and can be generalized to
matrices and tensors as well.



Kronecker Product. Let A and B be two matrices of dimensions A € R™*" and B € RI*F,

ail QA1n b11 blk
A=1|: - |, B= :

aml .. Amn bjl bjk

The Kronecker product of A and B, denoted as A ® B, is a matrix of dimensions (A® B) €
ij Xnk’

CLHB alnB
A®B = :

amB ... amnB

In essence, the Kronecker product is computed by multiplying every element in the first
matrix, A, by the entire second matrix, B.
Khatri—Rao Product. The Khatri-Rao product is the columnwise Kronecker product.
Consider two (different) matrices A € R™*™ and B € RP*". The Khatri-Rao product of A
and B, denoted as A ® B, is a matrix of dimensions (A ® B) € R"P*"

A@B:[a1®b1 as @by ... an®bn].

Here, we are taking the Kronecker product between every column vector from A and B.
Note that if A and B itself were column vectors, i.e. n = 1, then the Khatri-Rao product is
equivalent to the Kronecker product, A® B = A® B.

2.3 Tensor Decomposition

Tensor decompositions are generalizations of matrix factorizations to multidimensional
arrays [13]. We introduce one tensor factorization scheme that is important in understanding
the setting of our algorithm. In the matricized form, we show that this factorization has
useful properties to be solved with an alternating minimization scheme.

/Cl /Cz /CR
 o——  —  re——".
by b2 br

X ~ - +oet

dl a2 ar

Figure 3: Graphical representation of the CANDECOMP /PARAFAC decomposition — low
rank approximation of a third—order tensor



CANDECOMP /PARAFAC (CP) Decomposition. The objective of the CP decom-
position is to express a tensor as the sum of component rank—one tensors, i.e. vectors, as
depicted in Figure 3. For example, consider a third-order tensor X € RP1xP2xDs  We can
approximate this tensor as the following

~ R
XNzrzlaTobroc’ﬁ

where "o” denotes the outer product, R represents the rank (positive integer), and a, € RP1,
b, € RP2 and ¢, € RP3 for r = 1,..., R. We can formalize this decomposition as the
following optimization problem:

R
minimize ||X — X||, subject to X = Zar o by o ¢y, (1)
X

r=1

where X would represent a low rank approximation of X.

The factor matrices or CP factors are matrices with the rank—one tensors as entries.
From the previous three-dimensional case, A € RP1*% would be an estimated CP factor
with entries

A= [al as ... QR].

With these definitions and the products defined previously, we can formulate some useful
properties for the third—order case:

Xu)=(C@B)AT,
X =(CoABT, (2)
X(3) = (B ® A)CT

These relationships can easily be generalized to n-mode tensors, but for the purposes
of this paper, n=3 will suffice. We will show how we can use these equations for our
alternating minimization algorithm in the following sections. There also are other useful
tensor factorizations, such as the Tucker decomposition, which is explained in detail in the
survey paper [9].

2.4 Machine Learning Optimization Problems

Many machine learning algorithms can be framed as empirical risk minimization (ERM)
problems. The empirical risk is defined in terms of a risk, or loss function £(-). For linear
classifiers, the loss of a linear predictor w on the data sample (z;,y;) can be written as
O(w'z;,y;) and the average empirical risk as L 3" | f(w'z;,y;). We discuss these loss
functions for some common classifiers and how we can use them to solve tensor structured
ERM problems.

Support Vector Machines. Consider a dataset with n samples, i.e. {(z;,y;)}!,, where

y; € {—1,1}. Support Vector Machine (SVM) or maximum margin linear classifier is a



binary classifier that finds a hyperplane to best separate the data, while making minimal
margin violations [II]. SVM uses a loss function called the hinge loss function, defined by

0wz, y;) = max[0,1 — y;(w ' 2;))],

where w is the coefficients of the separating hyperplane. With a penalty (or regularizer), we
can mathematically formulate SVM as the following ERM problem:

R A
minimize Zl max[0, 1 — y;(w' ;)] + §||w||2 (3)
=

The regularization term, ), is used to penalize the features, and hence weights, that
do not necessarily contribute to the prediction outcome. Here, we are considering the ¢
penalty, but there are other regularizers such as the ¢; penalty. We use these regularization
terms in our loss function to estimate a more accurate model.

Logistic Regression. Similarly, consider a dataset with n samples, i.e. {(z;,y;)}1~, where
y; € {—1,1}. The objective of Logistic Regression (LOGIT) is the same as SVM, with a
different loss function called the logistic loss function, defined by

1
1+ exp(—yi(wTz;))

Ow' z,y;) =

The logistic loss function takes the form of the sigmoid function. With a regularization
term, we can define Logistic Regression as the following ERM problem:

1 n
inimize — ) log(1l —yi(w'z; AM|wl|?. 4
minimize — Z og(1+ exp (—yi(w' z;))) + A|w|] (4)

w
=1

We only introduce the objective function of these two classifiers, as we will construct
the CP structured algorithm with these functions in the following section. Note that we
do not include the bias term in our hyperplane equation, as it can be modeled in w' as a

column vector.

3 Problem Formulation

In this section, we propose our tensor-based classifiers in the form of an ERM framework.
In general, we structure our linear predictors (w') to admit a CP decomposition, in which
we can reconstruct to make classifications. We also discuss the metrics that we will be
investigating to evaluate the performance of our models.



3.1 CANDECOMP/PARAFAC Structured Classifiers

Support Vector Machines. Consider a dataset {(X;,y;)}!,, where X; € RDP1xxDN

denotes a tensor data sample with y; € {—1,1}. By imposing the constraints from (1) onto
the predictors of (3), we can formulate the following optimization problem:

HV%/llr}erlv‘llie Z max[0, 1 — y;( ; er o Wz(r) .0 WI(\:), X))l (5)
The traditional ERM problem for SVM in (3) solves for one vector predictor of dimensions
w € RP1PN_ The problem in (5), which we call “CP-SVM?”, solves for N matrix-valued
predictors of dimensions W; € RPi*% for i = 1,...,N. As a concrete example, let each
tensor sample be dimensions X; € R>*®*5 and R = 3. The traditional problem would solve
for 5x5x5 = 125 coeflicients, whereas the structured problem would solve for 3 x (5x3) = 45
coefficients. As the dimensions increase, the structured problem substantially reduces the
number of parameters/coefficients to be estimated.
Logistic Regression. Similarly, consider a dataset {(X;,y;)}™, where X; € RP1>--xDn
denotes a tensor data sample with y; € {—1,1}. By imposing the constraints from (1) onto
the predictors of (4), we can solve the following ERM problem:

Ié[l/llnlmmll?ve Zlog + exp (—y;( Z W(T) o VV2 .0 W](VT), Xi)))) (6)

This new framework, which we call ““CP-LOGIT’, solves for fewer parameters, similar to
CP-SVM.

In practice, we solve for the weights using numerical optimization methods such as
gradient descent. However, solving for the weights in this new CP-structured paradigm is a
non-trivial task. In order to solve for the coefficients in (5) and (6), we adopt an alternating
minimization algorithm similar to the block relaxation algorithm proposed in Zhou et al.
[8]. At each iteration, we update block W;, while keeping the rest of the blocks fixed. To
see this, when updating W; € RP>*® we can rewrite the inner product in (5) and (6) with
the properties mentioned in (2):

Algorithm 1 CP Alternating Minimization (Zhou et al. [§])
Require: Dataset {(X;,y;)}, with X € RP>-XDn g e {11} and R

1: Initialize: 4; € RP*F fori=1,...,N

2: repeat

3: fori=1,...,N do

i AT = argmin 00y, AT, ALY, 4 A0 AR) A2
5: end for Z

6: until £(AHD)) — £(0W)) < €




<Z§:1 Wl(r) 0...0 ](\;4),Xz> = <W27X(z)(WD O...OWii1 OW,L10...0 W1)>

This alternating minimization algorithm is summarized in Algorithm 1, in which £(-)
represents the ERM problem to be minimized, 6 represents a collection of all the parameters,
and A is the regularization parameter. The parameter A was tuned by hand, but can also be
determined through cross validation. To understand the CP structured algorithm, consider
the loss function in (5) with N = 3. When updating W5, we rewrite the inner product
(Zle er) o WQ(T) o 3(T),XZ-> as (W2, X(2)(W3 © W1)). Note that this equation follows
from the property of tensor algebra as shown in (2). We perform this algorithm for all the
factor matrices until the stopping criteria is met.

The alternating minimization algorithm is useful for several reasons. First, in practice,
this algorithm almost always converges to at least a local minimum [I2] 13| [§]. To find the
best solution, the algorithm can be ran several times with different initial factor matrices.
Second, the low rank optimization problem over the factor matrices is non-convex [I4]. Thus,
this problem becomes difficult to solve using common unconstrained solvers, such as gradient
descent. In literature, there are two ways to handle the non-convexity of this optimization
problem. One way is to relax the rank constraint by adding a convex regularization term
that induces low rank (e.g. trace norm, nuclear norm) [15, [16]. The other solution is to
employ this alternating minimization algorithm, as the optimization over one matrix, while
holding the others fixed is convex. We chose to explore this procedure following Zhou et
al. [8], as the algorithm is straightforward to implement using statistical software such as
MATLAB or Python.

3.2 Performance Metrics

We evaluate the performance of our models using several measures with different sample
sizes. The following four metrics help determine the measure of “closeness” between the true
and estimated predictors.

1. The Mean Squared Error (MSE) for n data samples and true predictor W is
computed as

1 o
MSE = —|[W — W||? (7)
n
where W is the estimated predictor from solving the ERM problem.

2. The cosine distance (or similarity) [I7] for true predictor W is computed as

(W - W)
OS@ = —
©) W[ - [[W]] ®

where W is the reconstructed predictor from solving the ERM problem. Mathematically,
the cosine similarity measures the cosine of the angle between two vectors projected

10



in a n-dimensional space. As the angle, 8, between the two vectors become smaller,
the cosine similarity will approach a value of 1. As the angles become farther apart
(perpendicular), the cosine similarity will approach a value of 0.

3. The reconstruction error for true predictor W and estimated tensor predictor 1474
is defined as

W —W
Reconstruction Error = w, 9)
W]l
where || - ||p denotes the Frobenius norm, a matrix generalization of the ¢ norm .

4. The classification accuracy for n test samples is simply defined as the following:

# of correct predictions

Accuracy = (10)

total # of predictions made (n)’

After solving for W, we make predictions on test data and compare ¢; to the true
y;. Before comparing the labels, we use the sign function to quantize our values to

Ui € {—1, 1}.

4 Experiments

We used two types of data for our experiments: synthetic data and the Modified National
Institute of Standards and Technology (MNIST) database [I8]. The MNIST database
is a benchmark dataset used widely in machine learning that consists of 60,000 samples
of handwritten digits from 0 to 9. The objective of both experiments is to compare the
performance between the CP-structured algorithms and the traditional algorithms, which
were implemented using software packages TensorLy [19] and SciPy [20]. For all experiments,
we use a Python environment on a Macbook Pro with 2.2 GHz Intel Core i7 and 16 GB
RAM.

4.1 Synthetic Data

For synthetic data, we generated univariate y; responses with different sample sizes according
to the following model:
Yi = <Xl, W> + €5, (11)

where X; is drawn independently and identically distributed (iid) from N(0, 1), € is a noise
term drawn iid from N(0,1), and W is the fixed predictor as shown in Figure 4. The
objective was to observe if our models defined in (5) and (6) can identify the true signal W
given (X, ;).

Performance Comparison. To measure the “closeness” and classification accuracy be-
tween the true model and the predicted model, we use performance metrics defined in (7),

11
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Figure 4: Two 15 x 15 images used as true predictors W to generate synthetic data

(8), (9), and (10). We compute these metrics at different sample sizes and show that as the
number of samples increases, the performance of the traditional vector approach converges
to the performance of the CP structured model. These results are displayed in Figures
5 and 6. In Figure 5, we can visually see that the predictors from our method solves for
the true predictors more accurately. For example, in the case of n = 500 from row 1, the
“cross” figure is more accurately portrayed using the CP method (right) than the traditional
method (middle). This would allow us to make more accurate predictions, as the estimated
weights more closely follow the true weights. In Figure 6, we can see that the MSE for
both algorithms is relatively the same throughout all sample sizes. For the cosine distance,
we can see that the CP structured algorithm approaches a value of 1 very quickly, which
indicates that there is a strong similarity between the estimated and the true coefficients.
The reconstruction error and classification accuracy both generally have gaps in the figures,
but lessen as the sample sizes increase. We can conclude that these results depend on the
sample size, as more samples can decrease the number of hyperplanes that separates the
data, predicting coefficients closer to the true model. Based on the trends of the graphs in
Figure 6, we also hypothesize that if the variance of the noise (¢) distribution was higher,
the CP structured algorithms would also perform better than the traditional method.

Results with PCA. The CP structured algorithm significantly reduces the number of
predictors to be estimated. To solve for less coefficients using the traditional method, we can
perform Principal Component Analysis (PCA) on the dataset before using the algorithm.
We use PCA on X with an energy capture of 95%, which reduces the number of coefficients
from 225 to 189. However, even with this minimal reduction, we can see in Figure 6 that

12
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Figure 5: Reconstructed predictors from both algorithms: left — true predictor, mid-
dle — reconstructed predictor from traditional method with increasing sample sizes
(n = 500,1000,1500), right — reconstructed predictor from CP-structured Logistic Re-
gression with increasing sample sizes (n = 500, 1000, 1500)

there is a notable decrease in performance throughout most metrics. The MSE seems
unaffected, but the other three metrics start to see a gap between the traditional method
with no PCA and the CP structured algorithm. A possible explanation for this phenomenon
is that PCA does not capture tensor data efficiently in lower dimensional space. If we were
to decrease the energy capture, the gap in performance would grow larger even for a bigger
sample size. We predict that as the dimensions of the data increases, PCA would not be
an efficient feature learning method for parameter reduction, favoring the CP structured
methods.

4.2 MNIST Dataset

The objective of the MNIST dataset experiment was to observe which algorithm would be
more efficient to use when the true predictor exhibited an “approximate” low rank structure.
In the previous experiment, the two images used as the true predictor had an exact low
rank structure, as it could easily be computed through an outer product of two matrices.
Similar to the synthetic data setup, we generated univariate y; responses with sample size

13
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Figure 6: Variation of performance (y-axis) with different sample sizes (x-axis) for SVM
and LOGIT. Columns 1-4 represent plots for the MSE, Cosine Distance, Reconstruction
Error, and Classification Accuracy, respectively. Row 1, 2: Performance metrics for LOGIT
with predictors as cross and square, respectively. Row 3, 4: Performance metrics for SVM
with predictors as cross and square, respectively. Predictors of cross and square is as shown
in Figure 4

n = 750 with the model defined in (11). However, for the true predictor, W, we chose a “1”
from the MNIST dataset, as it exhibits “approximate” low rank structure. We compared the
CP-structued algorithms to the traditional algorithms using different rank values. These
results are shown in Table 1.

Performance Comparison. We use the same performance metrics defined for the previous
experiment and display the results in Table 1. From this table, we can conclude that both
CP structured algorithms gave favorable results when the CP rank was 2. This shows that
we can approximate a ”1” from the MNIST dataset with matrices of rank 2. However in all
cases from rank 1 to 3, the structured algorithms gave more favorable results. This proves
to show that if the true predictor exhibits an approximate low rank structure, it may be
beneficial to use the structured algorithms for classification.
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Method MSE Cos Distance | Reconstruction Error
SVM 0.00128 0.51832 0.00053
CP-SVM (R=1) 0.00088 0.66727 0.00044
CP-SVM (R:2) 0.00026 0.90259 0.00024
CP-SVM (R=3) 0.00039 0.85099 0.00029
LOGIT 0.00120 0.54759 0.00051
CP-LOGIT (R=1) | 0.00089 0.66483 0.00044
CP-LOGIT (R=2) | 0.00028 0.89590 0.00024
CP-LOGIT (R=3) | 0.00033 0.87807 0.00026

Table 1: Performance metrics between the traditional and structured algorithms for the
MNIST dataset experiment. The bolded values represent the “best” performance through-
out each method, where R represents the rank of the CP structured algorithm for each
experiment.

5 Conclusion

In this paper, we explored tensor-based classification models using a tensor decomposition.
We proposed two algorithms that imposed a CANDECOMP/PARAFAC factorization
structure on the predictors of traditional classification algorithms, namely Support Vector
Machines and Logistic Regression. Imposing these structures on traditional algorithms
allowed us to exploit the structure of the data, while solving for fewer parameters. We
showed with different performance metrics that our proposed method increased accuracy
and overall solved a more accurate estimation of the weights. The experiments showed
that the CP algorithm performed best when the true predictor had either an approximate
or an exact low rank structure. We also showed that solving for fewer parameters using
PCA compromised the performance of the traditional method. We predict that PCA would
not generalize well to data with multidimensional structure, favoring the CP structured
algorithms. However, we believe that it would be interesting if one could show if and when
PCA could be better than using CP structure. This could possibly be a case when the data
in question is known to be linear, as PCA is a linear feature learning method. An example
could be using structured data for prediction where it is known a priori that the features
have a linear relationship. However, due to time constraints, we were not able to explore
this possibility in detail. We also think it would be interesting to test these algorithms on
more datasets. In addition, we believe an exciting direction for future research could be to
exploit tensor decompositions on other applications such as deep learning. However, it is not
clear how one could approach this problem, as deep learning algorithms have non-convex
loss functions. We leave this up to the audience to explore for future exploration.
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